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ML suffers from adversarial examples.
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Robust classification is hard! 
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Can we solve an easier problem?
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Computationally robust classification

Randomized robust classification

Robust transductive classification

Robust detection



Can we solve an easier problem?
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Are these relaxed problems truly easier?
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Are these relaxed problems truly easier?

Ø If YES: promising direction for useful robustness!

Ø If NO: we shouldn’t expect a breakthrough...
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Our result.

Detecting adversarial examples is 
as hard as classifying them!
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What’s a hardness reduction?
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“Famously hard” problems

P vs NP
Riemann 

Hypothesis

AGI 
(lol)

Problem X

red
uc

tio
n

If we find a solution to Problem X, 
we also solve a super hard problem



What’s a hardness reduction?

10

“Famously hard” problems

P vs NP
Riemann 

Hypothesis

AGI 
(lol)
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Corollary:
if someone claims to solve Problem X, 

you might be a bit skeptical...



“Famously hard” problems

Hardness reductions for robustness.
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Detecting adversarial examples is 
as hard as classifying them!
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Detecting adversarial examples is 
(nearly) as hard as classifying them!
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detector

Ø efficient
Ø robust at distance 𝜀

Ø inefficient (at inference)

Ø robust at distance ⁄! "

Robust 
classifier

detector

Main technical tool: Minimum Distance Decoding



Interpretation #1: information theoretically
robust detection = robust classification

Ø Same sample complexity [Schmidt et al., 2018]

Ø Same accuracy-robustness tradeoffs [Tsipras et al., 2019, Zhang et al., 2019]

Ø Same multi-robustness tradeoffs [T & Boneh, 2019, Maini et al., 2020]

Ø Same connection with error on noise [Ford et al., 2020]

Ø ...
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Interpretation #2: robust detectors imply 
a breakthrough in robust classification.
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Interpretation #2: robust detectors imply 
a breakthrough in robust classification.

16
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Can we build much more robust classifiers in World 2?
(we don’t know...)

inefficient



Interpretation #2: robust detectors imply 
a breakthrough in robust classification.

17

World 2: train inference
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Can we build much more robust classifiers in World 2?
(we don’t know...)

But any sufficiently robust detector implies a positive answer!

inefficient



Many detectors implicitly claim 
such a breakthrough!
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robustness claims 
from detector 

defenses
(13 in the paper)

SOTA robust 
classification for ℓ∞

attacks on CIFAR-10



Many detectors implicitly claim 
such a breakthrough!
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our reduction implies a 
robust classifier for ε/2



Many detectors implicitly claim 
such a breakthrough!
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Optimistic interpretation: this is an actual 
breakthrough in (inefficient) robust classification!



Pessimistic (realistic?) interpretation: 
These detectors are not robust!
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Conclusion.
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Conclusion.
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Conclusion.

24

ØReductions/separations for other “easier” approaches to robustness?

https://arxiv.org/abs/2107.11630

https://floriantramer.com
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https://arxiv.org/abs/2107.11630
https://floriantramer.com/

